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Omnidirectional Galvanic Vestibular Stimulation in Virtual Reality
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Fig. 1. To reduce cybersickness for moving-camera sequences in VR, we evaluate the effectiveness of galvanic vestibular stimulation.
We stimulate the VR user’s vestibular sense in all three spatial directions taking the motion of the camera in the 360° video as well as
the user’s current viewing direction into account. This way, we aim to reconcile visually induced and felt self-motion.

Abstract—In this paper we propose omnidirectional galvanic vestibular stimulation (GVS) to mitigate cybersickness in virtual reality
applications. One of the most accepted theories indicates that Cybersickness is caused by the visually induced impression of ego
motion while physically remaining at rest. As a result of this sensory mismatch, people associate negative symptoms with VR and
sometimes avoid the technology altogether. To reconcile the two contradicting sensory perceptions, we investigate GVS to stimulate
the vestibular canals behind our ears with low-current electrical signals that are specifically attuned to the visually displayed camera
motion. We describe how to calibrate and generate the appropriate GVS signals in real-time for pre-recorded omnidirectional videos
exhibiting ego-motion in all three spatial directions. For validation, we conduct an experiment presenting real-world 360 ° videos shot
from a moving first-person perspective in a VR head-mounted display. Our findings indicate that GVS is able to significantly reduce

discomfort for cybersickness-susceptible VR users, creating a deeper and more enjoyable immersive experience for many people.

Index Terms—Galvanic Vestibular Stimulation, GVS, Virtual Reality, VR, 360 Videos, Cybersickness, Presence.

1 INTRODUCTION

While virtual reality (VR) is not a new technology, it is only in recent
years that it has started to win more and more support and acceptance
in society [44]. This trend is driven by new VR devices as well as an
increasing number of games, videos and even movies for VR. However,
this encouraging progress also raises the bar for expectations and the
acceptance of the general public.

A main reason that curbs the spread of immersive content are feel-
ings of discomfort caused by the VR experience. The most commonly
known adverse effect is cybersickness (CS). This term describes any
physical discomfort evoked by visually perceived motion that is not
actually experienced [25,32]. The mismatch between the visual and
vestibular channel is the origin of CS as described by the sensory
conflict theory [42], one of the most accepted theories. CS covers an
extensive collection of symptoms which include, in a low state, oculo-
motor effects (e.g., blurry vision), headaches, and dry eyes. In severe
cases, the user can even experience disorientation and nausea [26, 52].
Although CS is widely known for VR games and virtual worlds, it is not
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explored much and sometimes underestimated for real-world content
in VR. Still, CS can have huge consequences and strong implications
for immersive video material [15,22,28].

For scenes were ego-motion is visually perceived, a common way
to reduce CS is to minimize the optical flow, e.g., with a reduced field
of view (FOV) or blurred outer regions [1,4,21,22]. These techniques
reduce the visual motion and readjust it to the vestibular sensation.
Thereby, the compensation of rotational movements is particularly
important as they contribute most to CS [22,29]. While these methods
are effective against CS, the observer’s perception is moved away from
the virtual experience back to the sensations of the real world. As a
result, the feeling of presence of the viewers can suffer. For VR scenes
it is most important to create experiences that feel as real as possible
and, thus, evoke high presence. Accordingly, we require the vestibular
system to perceive the same movements like those visually observed
from the VR scene. Using galvanic vestibular stimulation (GVS), the
vestibular system can be influenced with small currents inducing a
feeling of motion that is different from the real-world sensation. As
the currents are kept very small (typically below 2.5mA) this process is
safe and has no lasting effects [56].

Former research on galvanic vestibular stimulation (GVS) in the
field of computer graphics typically employs systems with two elec-
trodes and consequentially only one axis that can be stimulated. This
bilinear model is sufficient as long as the stimulation of only one axis is
necessary, e.g. for simple racing games. However, as soon as the axis
changes, e.g. by turning the viewer’s head, a more complex stimulation
model is needed. Especially the complex, unpredictable trajectories of
real-world 360° videos would need a precise stimulation to truly adapt
the vestibular system to the perceived virtual movements. Surrounding



video material can provide sophisticated viewing experiences in VR.
Such experiences allow the spectator to deeply immerse in the content
and see the world through the eyes of the narrator. While the linear
story unfolds around them, viewers can turn their heads in arbitrary
directions. Similar to traditional linear video formats like TV shows or
movies, the recording takes place from the position of the camera but
the viewers are in control of their own gaze. Unfortunately, it is not yet
possible to precisely stimulate the multidimensional movements that
are presented in such experiences.

In this work we introduce omnidirectional GVS to VR. This paper is
particularly focused on immersive videos and VR applications without
body movements of the user. However, for simplification, the term
VR will be used throughout the paper. In an experiment, we show
the capability of 3-dimensional GVS to effectively mitigate CS while
increasing the user experience. The applied GVS is implemented via an
oculo-vestibular recoupling (OVR) stimulation model with two varia-
tions and compared to a control condition (CC). With the first variation,
we followed related work and stimulate only the strongest visual main
rotation axis per frame. For the second variation, we stimulate the
exact rotation axes as experienced by the viewer by interpolating the
electrical currents. Our GVS is dynamically computed during runtime
and considers the user’s head position in real-time additionally to the
scene rotation. We performed an experiment with real-world moving-
camera 360° videos with depth information. For the experiment we
developed our own custom-built video player that allows for fast and
high-resolution video playback.

The contributions of the paper are as follows:

(1) Implementation of 3D GVS for VR by OVR stimulation.

(2) First time interpolation of electrical currents and evaluation of the
effects.

(3) Comprehensive experiment to investigate the effectiveness of 3D
GVS on CS and discomfort mitigation for immersive videos.

2 RELATED WORK
2.1 Visual Mitigation Techniques for Cybersickness

Given the ubiquity of CS, a lot of works study the mitigation of CS in
user-controllable virtual environments like games that usually give the
user 6 degrees of freedom (DOF) to explore the scene.

General concepts to reduce CS in VR scenes cover high frame-rate
renderings, high quality tracking and reduced latency systems [11,31,
45].

Recently, the use of techniques that manipulate the visual stimulus
before it is presented to the VR user has increased. These techniques
focus on the reduction of optical flow in the peripheral viewing area.
Typically, either a complete masking of the outer viewing areas is
achieved [1,16,21,33] or the peripheral viewing area is covered semi-
transparently [6,21,34]. On the downside these methods often lead to
adverse effect on the feeling of presence in the scene.

One important but least explored field in VR includes 360° videos
and VR movies. This field of immersive presentation comprises a wide
range from personal holiday videos to car configurators and block-
busters. Due to the sophisticated form of immersive presentations
to view a scene, users are able to perceive real-world content more
intense and realistic as with classic displays. Yet, as with other VR
content, 360° videos provoke CS when movements are shown in the
VR glasses that are not perceived by the user [15,28]. The multimodal
perception of stimuli, such as haptics, to enhance virtual experiences
was also shown by Danieau et al. [9]. Elwardy et al. evaluated CS for
360° videos in VR [15]. The authors were particularly interested in
how the level of VR experience influences the outcome. As a result
mainly participants with low experience in immersive media suffered
from CS.

The high risk of CS for viewers exposed to 360° videos was also
recognized by Kim et al. [28]. Their solution was a neural network that
predicts a sickness score for VR videos. Consequentially, their idea is
to warn about videos that are most likely to make users sick rather than
mitigate CS in these videos.

Bala et al. [3] started investigations on CS mitigation for real-world
360° videos. They used an independent background grid, a fixed FOV

reduction and a combination to reduce CS in an experiment. According
to their own statement, their results did not show any significant differ-
ence in CS due to the small number of participants [3]. In a later work
with 360° videos they included more participants and only focused on
the combined method (independent background grid and reduced FOV)
and were able to show a decrease of CS [4].

Recently, Groth et al. [22] demonstrated that CS in 360° videos is
mitigated by unobtrusive modulations of the visual presentation. Their
idea was to reduce motion in the peripheral area and thus minimize the
sensory conflict. In their experiment they gaze-contigently modified the
peripheral visual field by either blurring or opaque occluding eccentric
view areas. The experimental results show that both techniques are
effective to mitigate CS in pre-recorded VR content with the opaque
occlusion delivering the best results.

For immersive videos, minimizing the conflict between visual and
vestibular sensations is crucial to prevent CS and increase the overall
well-being [9,42]. Particularly interesting are the efforts that adapt the
vestibular stimulus without removing any information from the visuals.

The work of McGill et al. [36] highlights how the adjustment of
vestibular stimuli affects CS and immersion. In an in-car experiment
the movements of a 360° video were synchronised with the real vehicle
movements. Unfortunately, no best practice for driving simulator-based
presentations were found. Still, as one result people got more sick in
a moving car with VR applied, which underlines the sensory conflict
theory.

The video format (monoscopic, stereoscopic) and audio format
(stereo, spatialized) was found to not influence the users’ feeling of
presence and CS for 360° videos [40]. In contrast, gender is a signif-
icant variable that should be considered for VR scenes that display
360° videos [40].

2.2 Electric Stimulation

GVS is the direct and safe stimulation of the vestibular system by
electrical currents [56]. It is a subset of transcranial direct current
stimulation (tDCS), a method often used in medicine, e.g. for therapy
or tumor treatment [5,41,48]. While tDCS is applied by electrodes
attached to the subject’s scalp, the electrodes for GVS are usually
attached to the mastoids behind the ears to specifically stimulate the
vestibular canals. When standard procedures are followed, tDCS and
GVS are safe, noninvasive and low-cost techniques that have been
extensively studied and applied in practice [56].

The most commonly used form of GVS is bilateral, bipolar stimula-
tion where two electrodes are placed on the mastoids. With this GVS,
the sensation of a strong roll rotation and a weak yaw rotation towards
the cathode is elicited [10, 17].

The name galvanic stimulation is based on the research of Luigi
Galvani from 1791 who conducted early experiments on animal elec-
tricity [19]. Around the same time, Alessandro Volta, a rival and critic
of Galvani’s work, performed the first human GVS experiments on
himself. He felt his head spinning and reported to hear a noise, which
is probably based on the high voltage he used. Today’s applications
of GVS use only very weak currents of no more than 2.5 mA. These
applications of GVS are often found in medical research and treat-
ment. Positive effects of electric stimulations have previously been
reported for motor, visual, somatosensory, attentional, vestibular and
cognitive functions as well as multiple neurological and psychiatric
disorders [56].

However, medicine is not the only field where GVS has been applied.
In the work of Byrne et al. [7], GVS is explored as a design tool for
vertigo games. In their application Balance Ninja two players try to
unbalance each other by controlling a GVS device connected to the
other person. Based on the positive response of the participants, the
results suggest considerable potential of GVS as a game design tool.

The insights of further research support the hypothesis that GVS can
be a successful tool not only in medicine, but also for entertainment
and VR.

Already in 2005, Maeda et al. [35] revealed that visually induced
vection, i.e., the illusion of self-motion, can be enhanced with GVS. In
their experiment participants were stimulated with GVS while watching
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white dots move on a screen. Thereby, the intensity of the movements
and the GVS were matched. As a result participants reported a strong
feeling of vection by GVS as long as the sensory conflict was low.

Aoyama et al. [2] investigated the enhancement effect of GVS with
counter-currents on human acceleration perception. In their experiment
they used a 4-pole GVS with a capacitor-resistors circuit model in
VR. They found that counter-current stimulation enhances the strength
of the acceleration sensation whereby the duration of the stimulation
correlates with the perceived strength.

2.3 GVS for Cybersickness Reduction

In 2007, GVS was applied to counter CS in VR for the first time [43]. In
multiple sessions the visual and vestibular stimulus was either turned on
or off while participants performed a driving simulation. In these early
VR experiments the GVS was activated by hand by the researchers. In
conclusion, the results already gave a positive outlook for CS reduction
when GVS is applied.

Over the years several manuscripts using bilateral GVS were pub-
lished but mostly do not address cybersickness [18,35,37,51].

One of the most extensive experiments with a bilateral GVS was
presented in 2019 by Sra ef al. [SO]. They constructed a 2-electrode
GVS device that is hung around the neck. With the device and a mobile
phone companion app, the vestibular feedback can be predefined on
one stimulation axis for a given scene. The results of their experiment
show significantly lower levels of CS while the immersion is higher
when the GVS is applied.

Typically, the stimulation of the vestibular system is done with
electrical currents. Also, bone-conducted vibration can be used as a
stimulus as shown by Weech et al. [58] who reduced CS with this
GVS alternative. In an experiment with a VR head-mounted display
(HMD) and a projection cave, they got positive results for sickness
reduction. The vibrations achieved the same effect when they were
randomly induced in comparison with time-coupled stimulations to
angular accelerations. Still, this technique remains uncommon in VR
research and has a lower impact as electrical stimulation [59].

Later, the same researchers moved their focus to noisy GVS as
a promising technique to stimulate the vestibular system when the
visual movements in the scene are unknown. In a VR experiment they
focused on sickness severity during and immediately following noisy
GVS. They state that noisy stimulation is able to reduce CS severity
for intense VR content, while it has no effect for moderate content.
Even more interesting for GVS research is the result that a rapid re-
adoption of the vestibular system to its normal state happened after
GVS exposure. As no effect persisted after the experiment, this is a
positive outlook for the overall safety of GVS.

In the work of Cevette et al. [8], the oculo-vestibular recoupling
(OVR) stimulation model is presented. By using a 5-electrode GVS
device they were able to stimulate the three main rotation axes (yaw,
pitch, roll) individually. In their experiment the visual stimuli were
presented on a screen in front of the participants who controlled a flight
simulator with a joystick. In their approach they synchronized the
rotational speed and main direction of the visual movements with the
GVS induced vestibular sensation of the participants. Their results show
that OVR based stimulation significantly reduces simulator sickness
(SS) in a cockpit flight simulator.

In our work, we build upon the work of Cevette et al. and use
OVR-based GVS to re-adjust the vestibular perception of VR users
to their visual impression. With a 5-electrode GVS device we apply
two different methods. First, we stimulate only the strongest visual
rotation axis comparable to former work. Second, we stimulate the
exact visually perceived movements by interpolating GVS currents
between electrodes.

3 METHODS

In a VR experience, we elicit a feeling of self-motion that corresponds
to the visual movements of the virtual scene. The movements are
visually induced by a 360° video and vestibularly stimulated with a
GVS device. In the following we describe the implementation necessary
to achieve this particular experience.

Fig. 2. Placement and naming of the five electrodes (red) for the GVS.
RM is placed on the right mastoid similar to LM.

3.1 GVS

For the GVS we apply the OVR stimulation model proposed by
Cevette et al. [8]. With the five electrode OVR model all single Euler
rotations (yaw, pitch, roll) can be stimulated by one negative and one
positive pole on defined electrode positions [8].

As proposed, we attach two electrodes to the left and right mastoid
(LM and RM), one electrode to the forehead (F), one electrode to the
neck (N) below the hair line, and one ground electrode further down
the neck (GND). Yaw is stimulated with the two electrodes on the
mastoids. Pitch and roll on the other hand are defined by two different
electrode pairs (see Table 1). The coordinate system of the camera is
left-handed and the Euler angles are defined in the order: yaw, pitch,
and roll. All recorded rotations are given in world coordinates and are
further transformed with the transformation of the VR headset (see
details below).

In theory, any intermediate axis is represented by a linear combi-
nation of the principle components of the Euler rotations. To interpo-
late main rotations with OVR, the relevant electrode pairs have to be
carefully chosen to prevent negative influences on the current flows.
Accordingly, one electrode should not be considered as a negative pole
for the stimulation of one rotation axis while at the same time it serves
as a positive pole for another rotation. To date, such a linear combina-
tion of the rotation axes does not exist in the literature. Therefore, we
conducted an internal study among the authors to empirically verify the
validity of a interpolated stimulation. In the internal study we tested
all possible combinations of the single main rotation axes with OVR
stimulation. Note that the combinations especially consider all potential
electrode pairs to stimulate one particular axis (cf. Table 1). In this
pre-experiment the participants were standing with their eyes shut and
did not know what stimulation they were receiving. We evaluated the

Table 1. Directional stimulation used by OVR to cause a particular motion
perception [8]. The electrode naming follows Fig. 2. Annotation for
current stimulation: anode to cathode.

Intended Motion Current Flow Direction

yaw right LM to RM

yaw left RMto LM

pitch forward RMtoF|[LMtoF
pitch backward FtoRM || Fto LM
roll right NtoLM || RMto N
roll left LMto N || N to RM




combinations through body tilt and perceived stimulation direction via
oral feedback. Our results show that a linear combination of the single
rotation axes is capable of representing all intermediate angles when
the electrode pairs for pitch and roll are chosen correctly. Following
our theory, the intermediate angles are stimulated by combined currents
of the respective Euler angle components (yaw, pitch, roll).

This interpolated currents per electrode are defined by function f
(see Equ. 1-4). Here, the name of the electrodes follows the previous
convention.

fr = B (1)
fim = k-+H(y)sgn(k)y )
frm = I+H(=y)sgn(l)y 3

v = —H(y)sgn(k)y—H(=y)sgn(l)y (4

As input, all functions take the three components of the Euler rotation
defined by o for yaw, f for pitch and  for roll.
The variables k and / are given by:

k=a—H(-B)*p
I=—a—H(B)*p

The Heaviside step function H(x) is defined as usual. The sign
function sgn(x) is defined by:

sgn(x)—{l’ x>0

-1, x<0

For the stimulation of the intermediate angles we consider every
axis by its weight and in a clear order. We assign a maximum current
per user to consider individual tolerances. This maximum current
value per electrode per participant is determined during the calibration
phase (described in more detail in Sec. 4.5). In the experiment we take
care that the currents never exceed this value. Also, the stimulation
per frame depends on the angular velocity per axis in relation to the
pre-defined maximum speed of the video.

In the experiment, we only stimulate the movements that are actually
seen by the VR users in their FOV. To achieve this dynamic stimulation,
we consider the pre-recorded movement of the recording device and the
real-time head transformation of the VR glasses. The camera rotations
were recorded simultaneously with the video by a gyroscope that is
built into the 360° camera. During the presentation, these rotational
movements are evaluated and transformed in real-time with respect to
the head movements of the observer.

3.2 Video Display Framework

For the experiment, we custom-built a video player based on OpenVR
which is able to decode and present the single 6k stereo frames (one 6k
image per eye) at the recorded video frame rate (30 FPS) and render
the output based on the FOV with the frequency of the HMD (90Hz).
We did not experience any frame drops throughout the experiment.
Furthermore, we required real-time metadata of the content for the
GVS, namely the current camera motion properties and the head trans-
formation.

Our video player uses the full potential of the GPU for the video
decoding as well as the rendering of the video.

4 EXPERIMENTAL DESIGN

We conducted an within-subjects experiment with three sessions per
participant to explore the effect of GVS on the perception of 360°
videos. While the visual stimuli were the same for all sessions, the
GVS was altered. In the control condition, the GVS was inactive at
zero current. In the other two conditions the GVS either stimulated the
strongest main rotation axis present in the FOV or the actual rotational
velocities as seen by the observer. We counterbalanced the order in
which the three conditions were shown to the participants. Furthermore,

Fig. 3. The GVS device, adhesive electrodes, connector box and elec-
trode cables. On the right, we show its connection with the VR glasses.

a 48 hours recovery time was maintained between sessions to avoid
carry-over effects. The experiment was reviewed and approved by
the corresponding ethics committee under the identification number
D_2021-06.

4.1 Stimuli
4.1.1 Visual Stimuli

In every session, we presented the same 360° video with camera motion
in a HMD (see Figure 3). The total runtime of the video is 10 minutes.
It shows scenes of walking through a park (moderate movements)
followed by a bicycle ride on an uneven road through a forest (fast
movements). We chose two different scenarios to determine how GVS
affects different modalities. Both scenarios have a presentation duration
of five minutes and were played without a gap. In our experiment,
participants had no control over the video except that they could change
their viewing direction by head movement.

Cinematic panorama videos are known for their high probability to
cause CS [22,53]. In our videos, the sickness induction is supported
by the fast camera movements. These movements increase the sensory
mismatch that the seated participants perceive [42].

4.1.2 \Vestibular Stimulation

We investigated three different conditions: two conditions with GVS to
investigate their effects on the perception of a 360° video in VR and a
control condition as a comparison:

* CC: control condition without stimulation. The apparatus is still
properly connected (electrodes, GVS), but the stimulation is kept
at 0 current. We do not inform the participants that one session
has no stimulation to not influence their opinion.

* SA: strongest axis condition with GVS. In this condition only
the strongest main rotation axis in the FOV is stimulated. This
technique is inspired by the work of Cevette et al. [8] and also
serves as a comparison to the GVS interpolated condition (IN).

« IN: interpolated condition with GVS that stimulates the exact
rotation axis visible in the FOV. This condition uses the axis com-
bination mapping from Sec. 3.1. Our goal is to evaluate whether
a precise stimulation significantly differs from the strongest axis
condition (SA).

The stimulation in both GVS conditions depends on the pre-recorded
rotational velocities of the camera in the video. We transform these
movements at run-time with the HMD transformation to truly stim-
ulate the rotations as seen by the VR user. Therefore, although the
movements of the recording device are pre-captured, the stimulations
in our experiment were entirely dynamic and defined at run-time by the
participants’ posture. We obtained the angular velocities of the camera
in the scene by the gyroscope that is built into our recording device.
The movements were therefore recorded along with the video.
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4.2 Apparatus

We recorded the 360° videos with an Insta360 Pro camera [24] at 6k
stereo resolution (6400 x 6400 px) and 30 FPS. The videos are encoded
with the HEVC codec (H265). Gyroscopic data was recorded every
3ms. The 360° camera was mounted on a snowboard helmet to record
the scenes since we required fast and flexible movements with hands-
free control. The aperture was custom-built and strengthened with extra
padding and stabilizers to control the weight of the camera. The final
apparatus can be seen in Figure 4.

For the experiment we used a commodity HTC Vive Pro HMD with
aFOV of 110° and a frame rate of 90 Hz. The resolution of that HMD is
2880 x 1600 px and therefore renders the full resolution of the video in
the respective FOV. All video footage is played with the corresponding
audio.

Our GVS device from Good Vibrations Engineering [57] (Canada)
has four current outputs and one ground electrode (see Figure 3). The
device offers a maximum current of 2.5 mA per electrode. The latency
between sending a signal in the application and stimulation to the
electrode is less than 15ms. In the experiment, the GVS was controlled
by our experiment presentation software. For safety reasons, the device
is protected against any unanticipated power transmission by design
using battery power and information transmission via air-gapped fiber
optics. We use adhesive electrodes with a size of 13x16 mm to attach
the GVS to the participants.

4.3 Participants

A total of 47 participants completed all three sessions (18 females,
Age range = 19-52, Avg age = 24.79, SD = 5.72). Participants were
compensated with 30€. The order in which each of the three sessions
took place was counterbalanced, with each participant receiving a
different order. The experiment followed a full within-subjects design.
For the analysis, we divided the participants into two disjoint groups
based on whether they were negatively affected by the virtual experi-
ence. The group with individuals perceiving the 360° video as unpleas-
ant consists of 30 participants (13 females, Age range = 19-52, Avg
age = 24.8, SD = 6.41). 17 participants (5 females, Age range = 21-36,
Avg age = 24.76, SD = 4.24) were not affected by the virtual scene.

4.4 Measurement

We used the simulator sickness questionnaire (SSQ) [27] and Slater-
Usoh-Steed (SUS) presence questionnaire [47,54,55] for participant
feedback. Both questionnaires require self-assessment of the partici-
pants based on how they feel and how they perceived the scene, respec-
tively. The SSQ is an effective tool to measure CS for 360° videos in
VR as demonstrated by Singla et al. [46]. Following common proce-
dure, we let participants fill in the SSQ twice, before and after each
session of the experiment, to counteract different daily conditions. The
total sickness score as well as the corresponding subscores of the SSQ
are calculated according to the original procedure of Kennedy ez al. [27].
The SUS presence questionnaire was filled out once per session, imme-
diately after the experience.

During the experiment we also asked the participants to press the
trigger button on the Vive controller every time their comfort feeling
got worse, and to press the touchpad when their well-being increased.
Based on these responses the participants’ individual level of discomfort
is calculated. We specifically consider discomfort to not only refer to
symptoms of CS but also to any negative effects of the GVS like
scratching from the electrodes. Furthermore, the head movements of
the participants were recorded.

Effective GVS can be verified by the physical tilt of the body in
the direction of the stimulation. However, since in the brain the visual
information overwhelms the vestibular information for inconsistencies,
a body leaning only occurs with closed eyes or matching information.
For evaluation, our participants were asked to rate the strength of the
perceived curve lean in the video after each session. The methodology
follows the SUS presence questionnaire.

Fig. 4. Left: Helmet carrying the 360° camera to capture the recordings
for the experiment. Right: Camera in action.

4.5 Procedure

The experiment was divided into three sessions with one experimental
condition each (CC, SA, IN). The sessions for each participant were
conducted on different days with a pause of two days between sessions
to avoid any carry over effects [13, 14,22,34].

The experiment started with an informed consent and a demographic
questionnaire including factors influencing susceptibility to CS. Also,
at the beginning of every session the first SSQ [27] was filled. In
all sessions (including the sham session) we then attached the five
electrodes. With the electrodes attached we performed a calibration
of the participant’s individual galvanic stimulation level in the first
session. The calibration is necessary to find the maximum current per
person that is still comfortable. We found that it is crucial to specify
suitable maximum currents as the sensitivity to electric currents highly
varies. We performed the calibration in two steps: First, the current
was gradually increased with a yaw stimulation at the two electrodes
behind the ears. In our experience, these are the most strongly perceived
electrodes and with the mapping of the IN the highest currents will
occur here (cf. Equ. 1-4). The participants were asked to tell when
they noticed any unpleasant feeling from the electrodes. As soon as
we found a suitable maximum current, we cross checked the value in
a second step where we toggled the current from zero. This sudden
current change is typically perceived stronger than a slow change.
When the participants still found the chosen current to be tolerable, the
maximum was found. Otherwise, we repeated the second step with a
lower current. The maximum current served as a scaling factor and was
used for both GVS sessions to ensure comparability.

In the experiment, the participants were asked to watch a 360° video
in VR and informed that they can quit the experiment at any time
in case of severe negative feelings. They sat on a chair and were
allowed to freely explore the scene but to remain still with their bodies
to avoid negative effects on their immersion. They were asked to
press certain VR controller buttons when they noticed any positive
or negative change of their well-being. The participants watched a
360° video that was divided into two stages graded by the severity
of motion in the video (walking, biking), each with a duration of five
minutes (cf. Sec. 4.1.1). In total, the participants spent up to ten minutes
in the virtual environment but could voluntarily quit the experiment
at an earlier point in time. After the experiment, participants filled in
the second SSQ, the SUS presence questionnaire and, in case it was
the last session, were asked if they noticed any difference between the
sessions and received information on the actual goal of the study.

5 RESULTS AND ANALYSIS

For the analysis of the experimental results we used factorial mixed
repeated-measures ANOVAs with condition as within-subject and gen-
der as between-subjects factor. As post-hoc tests we performed pairwise
two-sided dependent t-tests for repeated measures with Bonferroni-
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Fig. 5. Averaged SSQ scores, durations and presence results for control condition (CC), strongest axis condition (SA) and interpolated condition (IN).
Error bars represent the SEM. (a) SSQ results for the total score. (b-d) results for each of the SSQ subscales. (f) SUS presence questionnaire

results. (e) duration people were willing to spend in the virtual environment.
into the curves during the video. Significant results are denoted by ™**’

correction. The time-series data was analyzed with cluster-level permu-
tation tests.

We found that in most cases the participants could be categorized
into two groups: people for whom the video had no effect (SSQ score
and discomfort close to 0) and those who were strongly affected, at
least without GVS. We separated these two groups for the analysis in
order to make more concrete statistical statements and to understand
the impact of GVS on these two different groups. The total SSQ score
served as the classification factor for the groups. When this score was
below 20 without GVS, the participant was assigned to the first group
(no effect) and vice versa. For the analysis, we particularly focus on the
group of participants for whom the video had a strong effect, since the
effectiveness of GVS can only be considered when the video caused
CS in the first place. For all statistics that account for the unaffected
participants this is explicitly stated. However, we also contemplate that
GVS can still have a negative effect when people do not get CS from
the VR scene. The results of this analysis are described below.

Gender has a strong influence on the susceptibility for CS accord-
ing to previous research [40]. Consequently, our analysis includes a
separate analysis of gender.

(g) self-indicated score of how much participants felt they were leaning

(p<0.016, Bonferroni-corrected for multiple comparisons) and ™’ (p<0.05).

During the experiment, 20 participants chose to end one or more of
the sessions early because of severe sickness symptoms (42.6%). Most
of the terminations were observed during the sham condition with the
GVS device deactivated (CC: 31.9%, SA: 25.5%, IN: 25.5%), which
is an early indicator that the participants experienced the strongest
symptoms in CC. As expected, most participants opted for a termination
already during the first session (S1: 38.3%, S2: 25.5%, S3: 19.1%).
Therefore, it is most likely that a learning effect occurred. We used a
counterbalanced design to act against this learning effect.

Figure 5 illustrates the results of the SSQs, the SUS presence ques-
tionnaire results and the average times for participants to end a session.
The SSQ was analyzed for its total score and the three subscores of
nausea, disorientation and oculomotor [27].

Overall, the results show the same trend for almost all questionnaires
as well as the discomfort data: CC is perceived as the most sickness
inducing. Both GVS conditions were equally able to reduce the sickness
score. For the interpolated 3D GVS we can also see some positive side
effects unique to this session: an increased time until participants
terminated the session and the highest feeling of comfort.

The analysis shows a significant main effect on the SSQ total
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Fig. 6. Relative discomfort over the time of the video (N,;; = 30, Ny = 13,
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highlighted with a green background (p<0.05). The red dashed line
marks the scenario switch from walking to biking.

score (Figure 5a) for condition (F(2,87) = 6.12, p = 0.0033). Pair-
wise dependent t-tests confirm the significant difference to appear for
both GVS conditions when all participants are considered. The differ-
ence to CC for the interpolated 3D stimulation was most significant
(T =3.76, p = 0.0008), but also SA achieved notable results (T = 3.1,
p = 0.0043). A comparable trend as for the overall results can also
be found for the single subscores of the SSQ. The nausea subscale of
the SSQ (Figure 5b) presents a significant main effect for condition
(F(2,87) = 6.0, p=0.0036). While IN lowered nausea for both gen-
ders (T > 2.2, p < 0.05), the strongest axis condition varied highly
with gender and was only for males significant in difference (7T = 3.62,
p = 0.0023). For disorientation a significant reduction of this SSQ
cluster was achieved by GVS (F(2,87) = 3.42, p = 0.0371). Pair-wise

dependent t-tests confirm this difference for both, the strongest axis
condition (7' = 2.4, p = 0.0233) and interpolated condition (7" = 2.76,
p = 0.0099). However, when the genders are considered separately,
we see a substantial variation in the effect. While for men, only the
interpolated 3D GVS was able to significantly reduce disorientation
(T =2.31, p=10.0343), it was the opposite case for women. Females
were least affected by disorientation effects with SA applied (T = 3.01,
p = 0.0109). For the oculomotor effects (Figure 5d) a significant main
effect for condition is shown by the factorial mixed ANOVA for all
participants (F(2,87) = 2.77, p = 0.048). Again, this SSQ subscale is
highly affected by gender. For men, the interference of the oculomotor
effects is not significantly changed by the use of GVS. On the other
hand, for women the interpolated stimulation (IN) was able to reduce
these effects by a meaningful amount (7 = 2.27, p = 0.0425). SA had
no effect for both genders. Note, that in general the oculomotor scores
are quite low compared with the other subscales of the SSQ.

The results of the duration participants were willing to spend in
the 360° video before they chose to end the experiment are shown in
Figure Se. The two conditions had very different effects on the duration
participants’ stayed in the scene. While IN made the VR users stay
significantly longer in the scene (T' = —3.2, p = 0.0033), SA had no
such effect. However, the gender is of great importance here: men were
willing to spend more time in the virtual scene with either GVS method
applied (SA: T = —2.23, p = 0.0408; IN: T = —2.78, p = 0.0134).
Female participants on the other hand were less affected and without
a statistically significant effect for duration. Still, on average, women
spent 59 seconds (14%) longer in the 360° video with interpolated
GVS. For the results of the SUS presence questionnaire, all sessions
led to comparable perceptions of the scene. The use of GVS did
not notably change the users’ feeling of presence (F(2,87) = 0.38,
p = 0.6882). Also gender showed no effect here. While these presence
results remained on the same level, the participants’ score for curve
leaning did vary. The participants reported scores for physically leaning
into the curves they visually observed was significantly improved with
interpolated 3D GVS (T’ = —2.7, p = 0.0114). These general results
were mostly due to the male participants (T = —2.76, p = 0.0139)
and insignificant for women. SA was not able to achieve a statistical
improvement of the curve leaning.

Figure 6 shows the results of the overall discomfort over time of the
experiment as measured by the controller feedback. The discomfort
data is normalized per person by the keystroke responses during the
experiment. This self-indicated feeling of discomfort decreases or
increases by one unit each time the corresponding keys are pressed.
The highest value reached in one of the three sessions weighted by the
duration spent in the session is considered to be the maximum global
discomfort level for this person across all sessions. The normalization is
therefore relative and the maximum value may be perceived differently
by each individual. As expected, the discomfort of the participants
increases over the time of the experiment. However, the results of
the GVS sessions are distinctly different from SHAM and increase at
a much slower rate. Especially in the second part of the video with
strong movements, a differentiation of the results is noticeable and thus
the scenes trigger considerably less discomfort when GVS is applied.
The statistical analysis confirms these results and shows a significant
difference (shaded areas denote standard error of the mean in Figure 6)
for more than half of the video duration and especially for the second
part (strong movement).

Although participants felt more comfortable in the GVS session, no
difference in their exploratory intention could be determined by their
head movement intensity.

For the group of participants that was unaffected by the video, GVS
induced no negative effect. For this group all statistical results are
insignificant. This finding suggests that VR users unaffected by CS also
do not experience adverse effects by GVS. As a result, the applicability
of GVS to the general public is greatly increased.

6 DiscussioN

A common way to describe 3D rotations is via the three main rotations
of the axes, known as roll, pitch and yaw. Any rotation can be achieved



by a concatenation of three rotations around the principal axes (Euler
angles). The commonly used bilateral bipolar GVS stimulates the
horizontal and vertical canal of the vestibular system simultaneously.
As aresult a yaw rotation towards the cathode and a simultaneous roll
on the same side are perceived. In this stimulation model the canals are
always simultaneously stimulated and cannot be disconnected. A pitch
rotation is not induced in this model.

Cevette et al. [8] proposed the OVR model which allows for a
separate stimulation of roll, pitch and yaw. With five electrodes and
well-defined stimulation pairs, the rotations around the principle axes
are stimulated one at a time. We adapted this type of stimulation (cf.
strongest axis condition) for VR use.

However, rotations rarely occur exactly around one principal axis,
but rather in the broad spectrum in between. If these rotations are
projected onto the nearest principal axis, as in SA, the remaining in-
formation is lost. This could also have an effect on the perception by
the vestibular system. In theory, the optimal case is a stimulation that
relays all information to the vestibular system in exactly the same way
as it appears visually. With the second GVS condition (cf. interpolated
condition) we present an OVR mapping that we hypothesized to be
capable of stimulating all rotational movements of the visual field. The
electrode pairs responsible for the stimulation of the principal axes are
combined in the mapping, taking into account the correct polarization.
Thereby, the influence of the rotational components is weighted by their
strength. Hence, if the visual field moves in yaw direction while pitch-
ing twice as fast, the mapping stimulates one part of the yaw electrode
pair and two parts of the pitch electrode pair.

6.1 GVS vs. Sham Stimulation

The experimental results show a clear indication that both GVS tech-
niques successfully reduce CS. In the following, we focus on the partic-
ipant group that suffered CS symptoms during the experiment. In all
sessions the SSQ score approximately dropped by half when GVS was
applied. This positive effect occurs not only for the total SSQ score but
also for the SSQ subscores of nausea, disorientation and oculomotor
effects. But CS is not the only negative effect that was reduced by
galvanic stimulation of the vestibular system. In the experiment, the
participants indicated all changes of their feeling of comfort via button
presses, which allows us to derive a general progression of discomfort
over the time of the experiment. Based on this data, a significantly
higher feeling of comfort was achieved with the use of GVS. This
substantial improvement was present during almost the entire scene
with fast movements, but also in large portions of the walking scene.
While it stands to reason that the mitigation of CS also contributed to
an improvement in the overall comfort feeling, the results also show
that no other negative effects arose from the GVS itself. Such negative
effects would include, e.g., itching at the electrodes.

These general results show VR to be a valid field of application
for the GVS technology. A significant benefit for the reduction of CS
is achieved regardless of which of both GVS method is used. The
integration of GVS technology into future VR glasses could perma-
nently counteract CS in VR environments. Thereby, the visual stimulus
remains unchanged and the vestibular sensation adapts to the virtual
experience. GVS is unobtrusive and is effective even with current levels
that are only slightly or not at all noticeable to the user. However, this
unobtrusiveness requires individual calibration. Unfortunately, calibra-
tion has often been missing in previous work. This work has shown the
importance of customizing the current intensity to the user’s personal
preference.

6.2 Strongest Axis Stimulation vs. Interpolated Currents

While both GVS conditions outperformed CC, they were not equal in
their overall effect. Although CS was at the same level in both GVS
sessions, the participants chose to stay longer in the scene with interpo-
lated stimulation. This significant increase of the session duration is
unique to IN in our experiment. From the results of the SUS question-
naires we could not infer a change in the feeling presence with GVS.
Interestingly, most of the participants mentioned a different feeling
between sessions in the open interview after the experiment. Without

any knowledge of the actual procedure, they mentioned to “feel the
movements in the video, even when the head is static” and that “[the
GVS sessions] felt like a realistic dream, instead of a bad video”. A
difference is also evident in the results for perceived curve leaning. For
the IN session, participants perceived a significantly stronger desire to
physically lean into curves they watched in the HMD. Given these sub-
jective user reports, it should not be rejected that GVS can, in a certain
way, intensify the presence of VR users. However, further research is
needed to understand this connection in detail.

As described above, we also investigated the progression of par-
ticipants’ overall comfort levels during the three VR sessions. Both
3D GVS methods were shown to be effective techniques to reduce
discomfort. In a direct comparison of SA and IN, we can see that IN is
always slightly below SA on average. However, a significant difference
between the two sessions is only present in the last third of the walking
sequence. Furthermore, for male participants, the flatter progression of
IN shows a diverging development towards the end of the video.

Altogether, the presented interpolated mapping based on OVR is
a promising method to compensate CS and improve the overall user
experience. With this method, users were willing to stay longer in the
scene while feeling more comfortable. With interpolated 3D stimu-
lation, we aimed to represent all rotational movements of the visual
field equally on the vestibular canals, thus significantly minimizing
the visual-vestibular mismatch. We were particularly interested in how
precise stimulation of intermediate axes differs from the method of
strongest main axis stimulation. With the aforementioned differences,
using interpolated stimulation is particularly useful whenever CS im-
provement is not the only objective. However, since all aspects of
user experience are a fundamental part of almost every VR scene, we
are convinced that the presented interpolated 3D mapping for precise
stimulation of 3D rotations could find general applicability.

Nevertheless, CS and discomfort were not completely prevented.
On the one hand, this may be attributed to the uncompensated linear
accelerations. Linear accelerations cause CS to a lesser extent than
rotational movements and the movements in our video had mostly a
constant velocity [22,29]. Still, residual accelerations may have caused
some CS in the participants. Furthermore, it is likely that due to a
general tendency to motion sickness in real life, some participants also
experienced CS when the scenarios felt real to them.

6.3

VR experiences are subject to a general gender bias as noted in pre-
vious research [20,39]. In line with these findings, we found major
differences in the impact of our GVS methods when comparing men
and women. While GVS is certainly able to reduce CS independent
of gender, the scores for men exposed to GVS are significantly lower.
This is particularly true for SA. Without GVS, both genders experi-
enced the same level of CS. The differentiation is even stronger for
the nausea subscores of the SSQ. GVS was able to drastically reduce
nausea, especially in men, after similar baseline results in SHAM. It
is also worth mentioning that the CS triggered by the video in our ex-
periment was perceived to be equally strong for men and women. The
time the participants were willing to spend in the virtual environment
until they became too uncomfortable is again affected by gender. Male
participants were willing to stay significantly longer in the scene as
soon as GVS was applied. For females, there was no significant change
in duration. These results are especially interesting considering that the
males perceived lower CS despite the longer duration of the experiment.
The comfort levels also evolved more positively for male participants
than for females using the GVS device. In particular the second part of
the video (with strong movements) made male participants feel signif-
icantly more comfortable with GVS. It is likely that these results are
related to the already lower CS scores of the males.

Consequently, when comparing men and women for moving camera
360° videos, a stimulation of the galvanic system may be most effective
for male VR users. Also, for female participants, we found a signifi-
cantly positive impact of the overall experience, levelling the field in
terms of gender-based CS susceptibility. However, these results are
given under consideration of the relatively small groups of participants

Influence of Gender
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per gender and may need further verification.

All of the results above consider the group of people for whom
the video caused negative effects. When people use VR without any
signs of CS, no mitigation is necessary. However, we investigated
whether GVS would have a negative effect in this case. With the use of
GVS, our results show no increase in CS severity for these individuals
and also the comfort levels remain the same. With these results, we
conclude that regardless of the user, GVS has either a positive effect
when needed, or no effect otherwise.

6.4 Impact of the Scenarios and Generalizability

In the stimulus video, two scenarios are shown. The first sequence is
a walk through a park in summer. In this scenario the camera moves
around a few curves and there are also slight head turns. The speed is
moderate but constant. The second part of the video is shot from the
perspective of a mountain biker who is riding at high speed down a
forest path. The path itself contains a lot of curves and fast head turns
of the rider in pitch and yaw direction. Roll is represented mainly by
the curve leaning.

Unfortunately, it is hard to determine how much each scenario con-
tributed to the resulting CS. For this separation, another SSQ would be
required after the first sequence. However, any interruption of the video
breaks the presence of the participants. Consequently, we compare
the two scenarios mainly on the basis of the discomfort measurements.
From the oral feedback of the participants, biking was, as expected, per-
ceived to be significantly more sickness-inducing than walking. When
considering that the participants were already affected by the walking
sequence at the beginning of the second scenario, the discomfort level
increases comparably in both parts of the video. The main difference is
in the increase of the values: in the walking scenario, the discomfort
score first grows slowly and gradually increases from halftime onward.
In the last section of the walking scenario, where the GVS achieves
significant improvements, the video shows a sequence of walking down
stairs. This part was perceived as very unpleasant by most of the partic-
ipants, but could be compensated effectively with GVS. In the biking
scenario, the discomfort level increases constantly, but with distinct
peaks where the movements in the video were very fast. These peaks
are absent in the GVS sessions and the discomfort level increases only
slightly in the second part.

A generalization for usability of GVS for other 360° videos is ex-
pected, given that our video shows many natural rotations in all di-
rections and is presented for different scenarios. However, such a
generalization does not necessarily apply to computer generated scenes.
In principle, a mitigation is accomplished by reducing the mismatch
between perceived motion from different sources (visual, vestibular).
The motion in the visual is reflected by the optical flow of the frames.
In computer-generated content, the optical flow is comparable to that
in real-world footage, but with fewer disturbances, as the influencing
factors remain under full control. Accordingly, an effective use of GVS
to mitigate CS in computer generated video-like content (little linear
motion of the user) is very probable. In this sense, we would like to
reinforce the importance of real-world videos in our experiment. Com-
pared to fully controllable generated content, they incorporate some
real world complexity (imperfect pixels, unpredictable events). Once
this complexity can be controlled with the GVS, it is trivial to achieve
an effect with generated content. But this is not necessarily applicable
the other way around. For virtual interactive worlds, however, a gener-
alization is more difficult, as these additionally involve linear motions
of the user. Unexpected interactions may occur between the two motion
sources (linear and rotational motion). Still, other works in the field of
redirected walking with GVS already show that the use of GVS can be
an effective and useful extension in interactive scenes [30,49].

6.5 Experimental Modalities

The duration of the video in the experiment was ten minutes in total,
which is probably shorter than a typical VR session. We chose this
rather short time because our 360° video is sickness inducing by design
and therefore has a high probability to cause CS. Any longer duration
was considered to become unethical. We chose strong scenarios to have

a better control over the experimental variables, i.e., to increase the
group of participants that are affected by CS. With the two scenarios,
people are more likely to be affected by the video at some point during
the exposure time, regardless of their susceptibility to CS.The capability
of our videos to cause CS is further demonstrated by the number of
participants leaving the experiment early (20).

For our video we used a gyroscope to capture the rotational move-
ments of the video recordings. Most 360° cameras are equipped with
a built-in gyroscope, mainly used for image stabilization. The pre-
requisite for this kind of metadata is therefore usually given for own
recordings. It is more difficult when videos from the Internet are used,
as there is usually no motion data available for these recordings. An-
alytical methods or artificial neural networks can be used to infer the
background movements of arbitrary video. In particular, feature de-
tection and quaternion matching or smoothed optical flow promise a
reliable calculation of the rotations on existing material [12,23, 38].
However, this is outside the scope of this work.

6.6 Ethical Considerations

According to current scientific knowledge GVS is considered safe given
a moderate current (2.5mA or smaller) and healthy participants [5, 56].
Most interesting, regarding adverse effects of current stimulation of the
brain is the work of Brunoni et al. [5]. They analysed over 200 studies
for tDCS, a superset of GVS, with a total of 3836 participants. They
found that “type of adverse events is mild and frequency of them in
tDCS studies is low”. No serious adverse event occurred. However,
this primarily concerns short-term stimulation. Throughout our work,
we could not observe any contrary effects. All effects were temporary
(minor localized irritation of the skin, initial low disorientation symp-
toms) and resolved quickly after the stimulation. Nevertheless, GVS
should be used with caution. All of our experiments involved only a
short stimulation (< 10 min) and were conducted in strict accordance
with ethical guidelines under the supervision of the ethics committee
and were previously approved by a physicist with proven expertise on
the field. The effect of stimulation over longer periods (several hours)
and frequent use may need further investigation.

7 CONCLUSION

In this work, we investigate 3D GVS to induce the sensation of rotation
in arbitrary direction. Our galvanic stimulation is based on the OVR
model and implemented to stimulate either only the strongest visual
motion axis of roll, pitch and yaw, or precise intermediate rotations.
Removing the visual-vestibular mismatch for rotational motions is es-
sential, since they are the main factor responsible for inducing CS [22].
This importance is confirmed by the results of our experiment, where
over half of the initial CS was removed and the users’ feeling of comfort
significantly increased with the applied GVS methods.

Furthermore, we revealed that the application of GVS makes a differ-
ence to its effect. Whereas both methods, strongest axis stimulation and
interpolated 3D GVS, successfully mitigated CS, the here introduced
precise stimulation of intermediate axes has further positive effects.
With this method, participants are willing to spend more time in the VR
scene. At the same time they experienced the lowest level of discomfort
with interpolated currents.

Comparing both genders, both GVS methods yield considerably
better results for men while also significantly increasing the feeling
of comfort for female participants. After the same initial values for
the control session, GVS reduced the CS scores and the time spent in
the session increased by a large margin. Nevertheless, both men and
women took advantage of the stimulation.

Our results raise the confidence that 3D GVS offers a meaningful
extension for VR applications that is able to achieve significant im-
provements of the virtual experience. Nevertheless, this work does not
necessarily prove that all rotations of the visual field are fully mapped
onto the vestibular system by our interpolation as initially suggested by
our small empirical pre-experiment. Since we now demonstrated the
practicality of our approach, our future work will focus on the precision
of this mapping and further improvements of the GVS application in
virtual reality.
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