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Figure 1: This paper investigates the perception of different emotions in reenacted portrait videos. Us-
ing a modified state-of-the-art technique that operates on the uv maps (b) of the manipulated meshes,
we alter the facial expression of an input video (a) to display happiness (c), disbelief (d), positive
surprise (e) and disgust (f).

Please note, that this content is provided by
the authors for scientific use and does NOT rep-
resent the final version of the paper (final version
here).
Abstract
Current facial reenactment techniques are able
to generate results with a high level of photo-
realism and temporal consistency. Although the
technical possibilities are rapidly progressing,
recent techniques focus on achieving fast, visu-
ally plausible results. Further perceptual effects
caused by altering the original facial expressiv-
ity of the recorded individual are disregarded.
By investigating the influence of altered facial
movements on the perception of expressions we
aim to generate not only physically possible but
truly believable reenactments.

When expressing an emotion, individual dif-
ferences are clear, i.e., two different people can
use different facial motions to successfully ex-

press the same emotion. However, it is unclear if
one can simply map the movements of one sub-
ject onto another while preserving the conveyed
meaning.

In this paper we perform two experiments us-
ing a modified state-of-the-art technique to reen-
act a video portrait of a person with different ex-
pressions gathered from a validated database of
motion captured facial expressions to better un-
derstand the impact of manipulating the facial
expressions via reenactment. Our results indi-
cate that the manipulated faces are not only able
to convey the desired emotions but also to pre-
serve the personality of the reenacted individual.
Keywords: facial reenactment, video manipula-
tion, personality perception, facial expressions
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1 Introduction

Facial emotions play a key role in communica-
tion and are able to dramatically alter the con-
veyed meaning of a message [1, 2]. People
are natural experts in interpreting facial emo-
tions, so mismatches between what is conveyed
by the different communication channels are ex-
tremely salient for the human audience. Since
the biggest part of affective meaning is con-
veyed non-verbally by facial expressions [3] it
is even more important to properly adapt the vi-
sual channel when emotions are displayed. Fur-
thermore, in scenarios where there is no real
time feedback allowing the speaker to rephrase
or clarify possible misunderstandings, – e.g. a
recorded video message in opposition to a face-
to-face conversation – the only solution to avoid
people misinterpreting the displayed emotions
can be to re-shoot the video.

In this paper, we focus on a post-processing
alternative that exploits the great potential of au-
tomatically generated facial reenactments to be
an effective and efficient tool to improve qual-
ity and comprehensibility of videos, making re-
shots dispensable in such situations.

We modified an state-of-the-art tool capable
of reenacting facial expression in video por-
traits, by adapting it to be able to use motion
capture (MoCap) data as source input instead of
videos. To the best of our knowledge, this is
the first reenacting technique that uses MoCap
data as basis for the manipulation of facial ex-
pressions. The presented tool allows to easily
reenact facial emotions on user-provided videos
with motion captured facial expressions. In the
pursuit of the long-term goal of generating novel
expressions from existing data, MoCap data pro-
vides the genuine advantage of providing pre-
cise 3D representations that can be used for mul-
tidimensional operations like interpolation be-
tween expressions.

Based on the reenacted videos resulting from
our technique, we performed two experiments
on how reenacted emotions and the arising per-
sonalities are perceived. The first experiment fo-
cuses on the perception of Recognition, Inten-
sity and Sincerity of the reenacted facial emo-
tions with a focus on the conveyed and intended
meaning. The second experiment investigated
the influence of manipulated facial movement

on the perception of personality. The results
demonstrate how reliably specific emotions can
be generated and how they will appear to the
viewer, especially in comparison with the real
videos of the same emotions. We also provide
a first view on the perceptual impact on the per-
ceived personality when watching altered videos
of an unknown individual.

2 Related Work

Manipulating facial movements in images and
videos in a photo-realistic way has become pos-
sible with recent advances in computer graph-
ics. These techniques can be used to alter ex-
pressions as needed, sometimes even in real-
time and usually with a neural network at their
core. In particular, Generative Adversarial Net-
works (GANs) [4] and Auto-Regressive Net-
works [5] are a frequently used tool to synthesise
high quality images. Facial reenactment is usu-
ally done by using depth information besides the
RGB video input [6, 7], or a parametric model
[8].

The first approach to facial reenactment of
common RGB videos in real-time was published
by Thies et al. [9]. In this approach the au-
thors used a markerless face tracker for face de-
tection without any additional depth informa-
tion. Although the synthesis of videos is possi-
ble at a high quality rate, producing temporally-
consistent synthesised videos is a challenging
problem that has a long research trajectory. One
example for an approach that made the video-
to-video synthesis more temporally-consistent
is the work of Wang et al. [10]. With their
vid2vid framework they were able to produce
high-resolution, temporally-consistent video re-
sults. Their approach uses a conditional GAN
for short-term temporal coherence. Despite the
positive characteristics of the vid2vid approach,
it is not directly related to faces. A further
improvement in facial reenactment in terms of
quality was done by Thies et al. with the De-
ferred Neural Rendering method [11]. This
technique allows to use imperfect face meshes
and still generate a high quality photo-realistic
reenactment. For this, the authors use a neural
renderer to interpret the object-specific Neural
Textures.



All methods of facial reenactment mentioned
above focus mainly on the technical implemen-
tation rather than on the correct perception of
affective meaning. However, the community is
aware of the importance, as it can trigger the
uncanny valley effect [12] on the viewer in line
with the recent work of Mittal et al. [13]. Thus,
a method able to generate emotions that con-
vey the desired meaning while keeping the orig-
inal look of the person in a photo-realistic man-
ner would have great advantages. Furthermore,
given that no human is good (or even capable),
to perform all possible facial expressions, as
shown in previous research [14, 15], such a tool
could help overcome this deficit since the emo-
tions could be subsequently adjusted.

3 Reenacting Technique

Reenactments describe the rendering of images
or videos from a new perspective or manipulated
aspect, typically done by training a neural net-
work. In this work we investigate the generation
of photo-realistic renderings of video portraits
with a focus on the representation of the emo-
tional state. The transformations used for the
facial reenactment derive from MoCap data.

3.1 Face Tracking

The position of a face in every frame of a video
must be known if we aim to manipulate the fa-
cial structure of that person. More than that, not
only the face position but specific key points like
the nose or the corners of the mouth are neces-
sary to effectively manipulate faces in videos.

This work uses face tracking based on facial
landmark detection to gather the required infor-
mation about key point positions in the video
portraits. We have chosen this method as it re-
quires relatively few resources and the results
are sufficient in most cases.

The tracking that is used to find the face posi-
tion in the video frames is done by the open-
source library Dlib [16]. Dlib was used be-
cause it is commonly known and well developed
and has a solid trade-off between accuracy and
speed.

Since the tracking itself is image-based and,
therefore, time independent, it often contains

high-frequency noise. To stabilize the face
tracking over time an exponential moving aver-
age filter is applied on the detected face posi-
tions.

The exponential moving average is a good fil-
tering technique for this task because it is an effi-
cient widespread method that, most importantly,
can be applied on the data in place.

A three-dimensional mask model of the face
is gained by reconstructing it joint-based by
a Position Map Regression Network (PRN) as
proposed by the work of Feng et al. [17]. This
end-to-end method aims to reconstruct the face
shape in 3D and jointly predicts the dense align-
ment of the face. To achieve this goal, a trained
encoder-decoder Convolutional Neural Network
(CNN) is used to determine the uv position maps
corresponding to the faces of the input images.
Furthermore, an estimation of the head pose rel-
ative to the camera position results from the
PRN method. The face reconstruction is done
at a remarkable speed and is feasible at over
100 FPS [17].

The 3D facial mesh is not only used as an
input for the network training but provides the
foundation for the facial reenactment process as
described in more detail in Section 3.3.

3.2 Motion Capture Data

This work focuses on the use of MoCap data as
a basis for facial reenactments instead of using
other inputs such as videos. MoCap data has
the decisive advantage that it is represented in
three dimensions. The benefit of having 3D data
is that multiple operations can be done much
easier, like interpolating between different emo-
tions to generate movement data for emotions
that are not captured at all. Such an interpola-
tion for 2D video inputs would require to gener-
ate 3D face representations out of the videos, as
expressions are 3D. This dimensional upscaling
is still part of current research and not focus of
this work.

For the emotion based mesh manipulation,
we use the facial expressions MoCap database
created by Castillo et al. [18]. This dataset
presents several advantages that fit our purposes.
It contains 62 different expressions for ten dif-
ferent people with no acting experience. The
data is available in two formats: real videos, and



their MoCap data synchronous versions. All the
emotions were recorded using a method acting
protocol [19] which increases their naturalness,
and their recognizability has already been vali-
dated [15, 18].

For further processing, head motion was sep-
arated from the data points so that only the face
motion is present in the recordings. This sep-
aration was done by specific markers that are
not affected by any facial movement but only by
head motion. To have the movement separated
into head and facial motion is important in the
scope of this work, since the final reenactment
should only affect the face and manipulate the
expressions but not the head position of the per-
son. Such a manipulation would require further
processing of the final videos to achieve correct
illumination and novel view synthesis where it
is needed.

Besides point cloud data, the dataset also fea-
tures the real videos of the subjects showing the
emotions that were recorded by MoCap.

In addition, a second dataset is used contain-
ing video portraits of the target person that is
to be reenacted. This dataset was captured by
us and is composed by a set of twelve different
emotions.

3.3 Generation of Novel Expressions

The reenactment of a face from an existing video
is done by manipulating or replacing the facial
mesh of a target person before delivering it to
the renderer that creates the final video. The fa-
cial manipulation procedure applied in this work
uses the face mesh of the face tracking method
described above and the MoCap data as input.

For the further procedure, the two datasets
must be comparable because, obviously, the ex-
act same parts of the face shall be manipulated.
In order to achieve this comparability we have
to know how much each of the 62 MoCap mark-
ers influences all of the vertices of the full face
mesh when a movement is applied. The weight
w is the MoCap marker that influences a partic-
ular vertex of the face mesh given by

wi,j = (‖Xi −Xj‖2 ∗
N∑
k=0

1

‖Xk −Xj‖2
)−1,

(1)

Here, the 3D points X are indexed by i, j for the
MoCap points and mesh vertices, respectively.
N equals the total number of MoCap points.
The quadratic distance is used as it results in the
most accurate emotional representations based
on visual investigation.

As both datasets, the face mesh and the Mo-
Cap datapoints, are defined in their own spaces,
for every frame they are merged into a uniform
3D space before transformation. This unifica-
tion of the datasets is derived by three prede-
fined points (A,B,C) in each dataset, respec-
tively, that represent the same information in the
face, e.g. the tip of the nose. Note, that the goal
is to transform all points to a defined normal-
ized position, constructed by the Cartesian space
of the face tracking data. Since we are dealing
with measured data, the distances between those
points can differ slightly in size. Therefore, to
be more robust, the transformation is calculated
by three vectors ~a,~b,~c that derive from A,B,C.
They are orthogonal and normalized and further
defined by equation 2.

~a = B̂A, ~b = ĈX, ~c = ~b× ~a

with X = A+ ÂB ∗ (ÂB · ~AC)
(2)

The final transformation of the MoCap point
cloud Mp is done by the individual transforma-
tions resulting from the calculated vector sys-
tems (~a,~b,~c) to their origin. For the transfor-
mation Tm in the MoCap space and the transfor-
mation Tf in the face tracking space the overall
transformation Mpnew is calculated by

Mpnew = Mp ∗ Tm ∗ T−1f . (3)

The face tracking data, as well as the MoCap
movements, are normalized for every frame.
This implies that the head motion is removed
completely from the data, as our current focus
is only on facial movements (cf. Sec. 3.2).

The normalization N(a) of a point a ∈ F
from the face tracking data F , computed with
the rotation matrix R and translation vector ~t,
results from the face tracking:

N(a) := a ∗ ~t ·R (4)

The rotation is directly derived from the esti-
mated pose of the tracked person (cf. Sec. 3.1).
For translation, a stable point in the face is used.



Figure 2: The same emotion (positive surprise)
is expressed in different ways: Input
video fully reenacted with the expres-
sion of the target person (a), based on
the MoCap data (c) and based on a 1:1
weight combination of both target per-
son and MoCap data (b). Please note
that, even when all of them where cor-
rectly recognized in our experiments,
the lack of dynamics in this depiction
can affect the recognizability of the
expression.

The final reenacted face motions result from
a weighted combination of the MoCap data and
the expressions of the target person extracted
from video footage, as follows:

Mfinal = w1 ∗Mmocap + w2 ∗Mtarget, (5)

with weights w1 + w2 = 1. M represents the
matrix of the n three-dimensional vertices which
means that M consists of n × 3 elements. An
example of how the different weighting changes
the way the emotion is expressed is shown in
Fig. 2.

A median filter with a kernel size of five
frames is applied on the face mesh movements
of the target person before using it in the linear
combination of Equation 5. This is to mitigate
the impact of movement noise from imperfect
tracking and reconstruction. For this task, we
use a median filter, which not only is a good fit
for the kind of data used but, most importantly,
does not dampen the signal.

Finally, the uv maps are derived from the
reenacted face masks since they are needed for
the rendering process described in the following
Section 3.4.

3.4 Rendering of Reenacted Videos

We employ Deferred Neural Rendering for
novel video synthesis as proposed by Thies et
al. [11].

While other techniques require high qual-
ity inputs [20, 8], Deferred Neural Rendering
makes it possible to produce photo-realistic ren-
derings from imperfect 3D meshes. This is a
benefit for our work as the facial landmark-
based tracking has some inaccuracies due to
measurement errors.

The synthesis of new video frames is done
using Neural Textures [11]. Like traditionally
learned textures, these feature maps are stored
on top of three-dimensional meshes but with ad-
ditional information.

As inputs for the rendering network, pairs
of uv maps and their corresponding images are
used as illustrated by Fig. 1.

4 Experimental Design

We used a standardized Recognition, Intensity
and Sincerity (RIS) framework with forced-
choice tasks to examine how reenactment mod-
ulates the perception of the expressivity of an
individual. This experiment was conducted on-
site. Additionally, we investigated the impact
of personality on the reenactment by conducting
a second experiment using the well-established
Five-Factor Model Rating Form (FFMRF) [21].

The on-site experiment considered two differ-
ent conditions, both with a different group of
participants. In the first condition (C1) partic-
ipants were only exposed to the real videos of
both actors (the target actor and die MoCap ac-
tor) showing the chosen emotions. For the sec-
ond condition (C2) the reenacted videos of the
same chosen emotions were used as stimuli.

The online experiment had five conditions
each with a different type of reenactment and
covers more than 700 participants.

Stimuli Two datasets were used for the gen-
eration of the stimuli displayed in both experi-
ments. The first dataset was the MoCap dataset
with the corresponding real videos as described
in Sec. 3.2 while the second consisted of video
portraits of the target person. For the exper-
iments four representative emotions from both
datasets were selected: happiness, positive sur-
prise, disbelief and disgust. Other more com-
mon emotions, such as anger, were not selected
if they had no strong representation in the Mo-



Cap data or were mainly expressed through head
motion. Please note that two of the selected ex-
pressions are positive emotions while the other
two are negative emotions, and none of them
necessarily requires head motion to be correctly
recognized [14, 22].

Additionally, a neutral video of the target per-
son was used as basis for the reenactments. This
video shows the person with neutral or dimmed
expressions while talking. It contained very lit-
tle head motion to prevent interferences with the
reenacted facial expressions and consequential
misinterpretations of the participants in the ex-
periments.

In the on-site experiment, three different
types of reenactments were used for the sec-
ond condition (C2), while the online experiment
contained two more types of reenactment (5 in
total). The reenactments differed in their repre-
sentation of the weighted combination of w1 and
w2 (cf. equ. 5):
1. w1 = 0 and w2 = 1 (JPTre;R1). These ex-
pressions are only based on the facial movement
of the target person. They are to show how sta-
ble the render method is and how much noise is
introduce by using MoCap.
2. w1 = 1 and w2 = 0 (MOCAPre;R5).
The expressions in these videos are fully based
on the MoCap data and demonstrate how good
emotions are recognised when they are trans-
ferred from MoCap.
3. w1 = 0.5 and w2 = 0.5 (Mixre;R3). These
expressions consist of the movement of the tar-
get person and the MoCap data equally and will
allow a comparison of the two sources.
4. w1 = 0.75 and w2 = 0.25 (R4, online only).
These expressions are in between the full move-
ment transfer and the equal movement division
and will allow further analysis.
5. w1 = 0.25 and w2 = 0.75 (R2, online only).
These expressions are in between the full geom-
etry representation and the equal movement di-
vision and will allow further analysis.

All reenacted videos as well as the real videos
were displayed from and to neutral expression
when showing an emotion. The length of the
videos varied between two and five seconds.

Apparatus All trials of the on-site experiment
were conducted using a 24-inch screen (1920 x

1080 px, 60 Hz) while the participants sat alone
in a closed room to prevent external distractions
and ensure that the participants choose their an-
swers freely. The online experiment was imple-
mented using the LimeSurvey software [23] and
distributed via Amazon Mechanical Turk [24].

The videos for both the training and all reen-
actments were post-processed to 720 x 720 px at
50 fps.

Participants For the real videos condition
(C1) a total number of 21 participants (11 fe-
males, age 18–32, mean 24.1, SD 3.05) and for
the reenacted videos condition (C2) a total num-
ber of 22 participants (10 females, 19–57, mean
26.45, SD 11.01) attended.

The majority of participants reported no for-
mer experience in computer graphics.

The total number of participants for the online
experiment after sanity checking was 710 (out
of 829). Participants were assigned randomly to
the conditions with at least 127 sessions each.

All participants of the on-site experiment
were compensated for their time with 10e or
equal internal university’s course credit.

Procedure The conditions of the on-site ex-
periment differ in types of videos that were
shown to the participants (cf. Section 4) but
followed the same procedure, controlled by
Psychophysics Toolbox Version 3.0.11 (PTB-
3) [25].

After fulfilling an informed consent and col-
lecting demographic data, each participant was
placed in the experiment room and received a
task introduction to judge a video by the first im-
pression.

The concepts of RIS were explained on screen
at the beginning of the experiment. During a
trial, participants watched the videos of the four
emotions (happiness, positive surprise, disbe-
lief and disgust) for every actor, as mentioned
in Section 4. The presentation of the stimuli
followed a blockwise design by type of reenact-
ment. Within a type, the order of presentation of
the emotions was fully randomized, with each
participant being assigned a different order. For
all videos, no repetitions were possible to force
the viewers to decide by their first impression.

For every video, the participants were asked



to answer three multiple-choice questions:
”Which emotion is expressed?”, ”How intense
is the emotion expressed?”, ”How sincere is the
emotion expressed?”. While the first question
was categorical (forced choice), the other two
were asked to be rated on a seven-point Likert-
scale going from ”extremely low” to ”extremely
high”. After finishing all tasks the results were
checked for completeness and the participants
were compensated.

The procedure in the online experiment fol-
lowed the one from the on-site experiment with
the difference that participants only watched the
four emotions in the reenacted videos and ful-
filled the FFMRF afterwards. The participants
were instructed to fulfill the FFMRF on a 7-
point rating scale for every personality trait.

5 Results and Discussion

Overall, the results of the experiments indicate
that it is possible to manipulate conveyed emo-
tion through facial reenactment while the orig-
inal personality is preserved. This is true even
for combined sources of movement.

RIS Fig. 3 illustrates the results of the on-site
experiment for both conditions. The results of
the three types of reenactments are shown side
by side with the two ground truth conditions for
better visualization.

For the analysis of the experimental results, a
two-way ANOVA per averaged dimension with
type of reenactment and emotion as within-
participant factors was done for each of the two
conditions.

The condition for the reenacted videos (C2)
showed a significant effect on the emotion for
the Recognition, F (3, 336) = 16.5, p < 0.001.
In comparison, for the condition with the real
videos (C1) there was no significant effect on
the emotion. All these results were indepen-
dent from the technique used. From these re-
sults it can be concluded that the type of an emo-
tion displayed in a reenacted video matters in
terms of recognisability. In this experiment, all
emotions from the real videos were well recog-
nised for both actors with average recognition
rates over 80% indicating that participants had
no problems identifying these emotions. The re-

sults from the reenactments of C2 show com-
parable ratings. All emotions were well recog-
nised except for disgust. The recognition rates
of disgust are only around chance level for all
reenactment styles suggesting that participants
were not able to detect this emotion. In par-
ticular, positive emotions were better identified
than negative ones based on the recognition rates
also being in line with previous research find-
ings [26, 15]. The rates of positive surprise even
surpassed the results of the ground truth results
of the target actor (JPTrv).

A closer look showed that in those scenar-
ios where the judgements of the participants
were not accurate regarding recognition, it took
the participants about ten times longer to vote,
indicating their insecurity about their judge-
ments. Disgust was not generally mistaken for
another emotion, but the rates are for the most
part evenly distributed among the possible an-
swers. This results indicate that the participants
generally did not mistake this emotion for an-
other, but guessed it instead. Only for the reen-
actments with movements of the MoCap actor
(MOCAPre and Mixre) a trend of the wrong
answers toward disbelief occurred (50.0% of the
ratings) that supports the confusion between the
two negative emotions, which also appeared in
the classification of disbelief itself (around 40%
mistaken for disgust). A possible reason for the
bad recognition of disgust might that it involves
more than only facial motion and needs addi-
tional information to be recognised. As other
motions were not reenacted in the videos the re-
quired information for recognition of the emo-
tion may have been lost.

The experiment also demonstrates that the In-
tensity of the conveyed emotion can be altered.
The results of the experiment show a significant
effect for the reenactments (C2) for both style
and emotion, all F ′s > 26.25, all p′s < 0.001.
For the real videos of C1 an effect was also
present for emotions (F (3, 160) = 3.16, p <
0.02). In contrast to recognition, the reenact-
ment technique has an influence here. The inten-
sities of the emotions from the real videos were
all ranked above the average ”neutral” value
(score 4) on the Likert scale.

Comparing this to the C2 ratings, it can be
seen that the assessments made for positive sur-
prise and happiness are almost identical to their



Figure 3: Ratings for the reenacted videos (C2: JPTre,MIXre,MOCAPre) anchored by the results
from the original videos (C1: JPTrv, CJCrv). The three graphs display in reading order:
the recognition rates per expression and type of video; the ratings for their perceived inten-
sity; and the ratings for perceived sincerity. The error bars represent the standard error of
the mean (s.e.m.), the chance line is drawn in black.

comparatives. This indicates that positive emo-
tions can be transferred effectively through reen-
actment. For the emotion disgust the ratings are
quite low. This is not surprising considering that
this emotion was not recognised reliably. The
ratings for disbelief show a clear distinction be-
tween the different styles. For the reenactment
done by the full input of the target actor (scale
JPTre) the intensity ratings are comparable to
the ones of the real videos of the same per-
son. In contrast, the reenactments fully result-
ing from the MoCap data differ from its com-
parative rating by the real videos. This devia-
tion indicates that the MoCap data of this ex-
pression alters the intensity of the real emotion.
This finding is reinforced by the fact that the rat-
ing of the intensity of the equal weight combi-
nation (namely Mixre) of both styles lies be-
tween both. This distribution between the differ-
ent movement weightings is apparent for almost
all emotions and shows the clear possibility that
the intensity can be altered by the amount of
MoCap movements used.

For the Sincerity of the emotions, the exper-
iment indicates that a manipulation by reenact-
ing a video is not possible. For both conditions,
the experiment results demonstrate a significant
effect of emotion for the sincerity of expres-
sion, F (3, 160) = 7.52, p < 0.001 (C1) and
F (3, 336) = 7.39, p < 0.001 (C2). However,
no effect of style could be detected. The an-
alytical results clearly reveal that the sincerity
of an emotion is not affected by the performed
reenactment. This means that the sincerity of

facial movements does not get lost when ma-
nipulating a video by reenactment. This result
presents a positive perspective for the use of
reenactments to create believable result videos.
In other words, an emotional expression may not
be made more authentic by reenactment. Never-
theless, it must be noted that this result depends
heavily on the emotion chosen. For disbelief
and positive surprise a well balanced distribu-
tion can be seen which is aligned to the values
of the real videos. For the other two dimensions,
however, the results are not aligned with the real
videos, even though they are evenly distributed
over the different movement proportions of the
reenactments. This divergent behaviour shows
that a deliberate manipulation of the sincerity
through reenactments is not possible.

Figure 4: Results of the online experiment per
dimension and reenactment type. The
s.e.m. is represented by error bars.
Note, that only a part of the rating
scale is shown, with 4 being ”neutral”.

Personality The online experiment had five
conditions, one per type of reenactment (Ri, i ∈
(1..5)) as described in Sec. 4.

This experiment introduced two more condi-



tions compared to the on-site experiment to get a
clear gradation of the movement proportions and
as a result a clear declaration about the change
of personality. The influence of the facial geom-
etry (e.g. look of that person) and movement of
the face for the perception of personality now re-
sults from the change of the personality ratings
along one dimension.

A one-way ANOVA per personality dimen-
sion with the facial expression as a within-
participant factor and the type of reenactment as
a between-participants factor showed if the five
personality factors are affected when the source
of movement is changed.

For the personality trait Openness (O) the
analysis states that the personality is preserved
(F = 0.805, p = 0.5219). The Conscientious-
ness (C) of a person is not affected by the ma-
nipulation of the movement based on the results
of the analysis (F = 1.805, p = 0.1259). The
perceived Extroversion (E) of a person seems
to rely on the facial geometry when expressing
emotions (F = 0.952, p = 0.4330). For Agree-
ableness (A) the ANOVA indicates a signifi-
cance for the change of movement (F = 3.210,
p = 0.0125). The Neuroticism (N) of a person
in a reenacted video is not significantly affected
by the source of facial movement (F = 0.374,
p = 0.8267).

Since Agreeableness was the only dimen-
sion showing a significant change in movement,
a Tukey Honest Significance Difference Test
(HSD) was conducted. The results of the Tukey
HSD state that a significance in the personality
dimension of Agreeableness is only present for
the comparison of the conditions with reenact-
ments R3 and R5. In every other combination no
significant effect of movement occurs. From this
result it can be concluded that overall the move-
ment of the face does not play a decisive part for
this personality dimension either. The results of
this study demonstrate that reenactments are not
only able to alter the conveyed meaning of an
expression but also preserve the personality of
that person even when the facial movement fully
comes from a different person.

6 Conclusion

In this paper, we presented insights about the
meaning of facial emotions and the effect of per-
sonality when the movement components are al-
tered. The input videos were reenacted using
our tool which combines different facial move-
ments including MoCap data to create the de-
sired expressions.

The experimental results indicate that reen-
acted videos are able to manipulate the conveyed
facial emotions by generating expressions that
are recognised correctly. From the experiment
follows that the movements of one person can
be mapped onto another and still preserve the
conveyed meaning.

We also showed that the intensity of emo-
tions can be influenced using video reenactment.
With this perspective, reenactments can be de-
signed in order to ensure that the intensity of the
conveyed emotion is appropriate and matches
the desired level. This poses not only a great op-
portunity but also an interesting insight into the
human perception and processing of artificially
generated emotions. The sincerity of the source
emotion is preserved in the facial reenactment
and cannot be deliberately changed. This pre-
vents artificially generated expressions from ap-
pearing as faked or being used as forgery.

Furthermore, we found empirical evidence
that the perceived personality of an individual is
preserved when altering the facial expressions of
that person with the movements of an actor with
a different personality. The analysis of the five
dimensions of personality clearly stated a pre-
dominance of geometrical information (i.e., the
facial features of the target subject) over facial
movement as the key factor in the perception of
personalities. This preservation of personality
is especially important if we are familiar with a
person as it can otherwise trigger the uncanny
valley effect.

In the future, we will extend our work to in-
terpolate between different emotions to create
novel expressions for which no data is avail-
able. The realization of this extension is now
much easier to accomplish using our validated
tool that already works with 3D MoCap data.
Furthermore, we would like to including more
actors in future experiments and study if the dis-
covered effects chance when different actors are



reenacted.
Although the future possibilities are not ex-

hausted, we believe this work provides signif-
icant insights into the perception of emotions
and personality and their possible manipulation
through facial reenactment.
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[9] J. Thies, M. Zollhöfer, M. Stamminger, et
al. Face2face: Real-time face capture and

reenactment of RGB videos. In CVPR,
pages 2387–2395, 2016.

[10] T. Wang, M. Liu, J. Zhu , et al. Video-to-
video synthesis. In NeurIPS, 2018.

[11] J. Thies, M. Zollhöfer, and M. Nießner.
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